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• Result 1: 𝐋𝐋𝐆 is the reduction in binary codelength when 
compressing text 𝒕 using a state-of-the-art lossless compression 
procedure and distillation 𝒅 as side information

2. Motivation: LLG as a Guessing Game 

• 𝐋𝐋𝐆 is inspired by a variation of the Shannon Guessing game 
(1951) where a text’s information is measured by how well a 
human player predicts it. (Shannon 1951, Hovy et.al. 1998)

• LLG plays the Guessing Game with LMs as players.

4. LLG as Normalized Compression Distance

• NCD (Vitányi 2008) is a universal compression based similarity 
measure between two objects from any domain:

    NCDZ(x, y) =
Z xy −min{Z x ,Z(y)}

max{Z x ,Z(y)}

(Cebrián .et.al 2007), (Cilibras, Vitányi 2004) , (Pinho .et.al 2016), (Jiang Z .etl.al 2023)

Result 2:

LLG(𝑡;𝑑)

log[1/ PLM(t|∅)]
 is an NCD (under LM + arithmetic encoder compression)

1. Overview

• Content distillation challenges: text summarization, paraphrasing, 
keyword extraction,...

• The Log Likelihood Gain (LLG) is the log of the likelihood ratio of 𝒕 
under a language model without context to with context 𝒅:

LLG(𝑡; 𝑑) ≔ log[
 PLM(t|𝜒(𝑑))

 PLM(t|∅)
]

• Tenendum: LLG is a simple, natural and useful way to measure the 
relevance of the distilled content 𝒅 to the source text 𝒕. 

6. Structure/Content Word Analysis

• Result 4: LLG is overwhelmingly affected by the text’s content 
words than its structure – desired behavior for distillation 
evaluation.
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7. Content Distillation with LLG

• Can we use LLG as an objective for content distillation?  

𝑑∗(𝑡) =  argmax
𝑑𝜖𝐷

LLG(𝑑; 𝑡)

• To find 𝑑∗(𝑡), we measure LLG for each potential distillation 𝑑𝜖𝐷

 Slogan: d    . Q: What is the product? A: Organic skin-care line.

  Slogan d  . Q: What are the brand values? A: Sustainability, purity, self care.

  Slogan d . Q: Who is the target audience? A: Environmentally conscious 
individuals seeking natural beauty solutions.

  Slogan d  . Q: What is the brand tone?  A: Gentle and nurturing.

For 𝐷 = {all word bigram}, 𝑑∗(𝑡) = Naturally Blossom

• 𝒅∗(𝒕) is objectively the optimal distillation from the LM 
perspective.
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DOWN THE RABBIT-HOLE 

when the Rabbit actually took a 

watch out of its waistcoat-pocket 

and looked at it and then hurried 

on, Alice started to her feet, for it 

flashed across her mind…
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Alice sees a 

rabbit with a 

watch, chases 

it, and follows 

into hole.

When the rabbit 

pulled a watch 

from its 

waistcoat 

pocket, he 

glanced at it…..

Summary Paraphrase

Alice, Rabbit, 

hole, watch
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3. Lossless Compression

Kendall tau correlation with reference scores

(Izacard 2019), (Bellard 2019), (Goyal et. al. 2021), (Mao et. al. 2022), 
(Deletang et. al. 2023)

5. Empirical Analysis

• Result 3: LLG is empirically competitive with other evaluation 
methods in the domains of summary and paraphrase evaluation.

(T Zhang .et.al 2019), (CY Lin 2004) , (W Yuan .et.al 2021), (O Vasilyev .etl.al 2020)
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