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Motivation

Rapid release of new versions of large language models (LLMs).
Performance is typically assessed by leaderboards, without statistical comparisons: Is the
difference between the top two models’ averages large or small?
Metric aggregation may be done naively (e.g., min-max rescaling).
Statistical testing is not trivial to do correctly, and the potential audience—especially in
industry—who would use it for model evaluation do not generally have the know-how to do so.

Introductory example

CrossCodeEval ([2]) contains different LLM systems’ code predictions for different languages,
with multiple evaluationmetrics (edit similarity, exact match, F-1, precision, recall).
Goal: Using a single metric or a (weighted) aggregate of them, statistically test whether one
LLM system performs differently than another on a given language dataset.
Aggregation: is system 1 [metric] better than system 2 across language datasets?

Our contribution

Automating choice and use of p-value hypothesis test and effect sizemeasures based on
metric data modality (binary vs numeric) and observation pairing (paired vs unpaired).
p-values are adjusted for multiplicity when appropriate.
Weighted aggregation of metrics, p-values, and effect sizes, with compatibility checks.
Automated exploratory (metric distribution) and test result visualization.
Applicable to any scenario of comparison of system performance, not just LLMs: e.g., compare
different ML classifiers or choices of parameters.

paired modality hypothesis test effect size
no numeric Mann-Whitney U Test Cohen’s d
no binary Mann-Whitney U Test Cohen’s h
yes numeric Wilcoxon paired Cohen’s d
yes binary McNemar’s test paired Cohen’s d

Exploratory visualization

Includes tools to plot boxplots and confidence intervals for metric scores and ranks.
Color systems by group.
Using the distributions of system ranks (estimated by bootstrapping) helps differentiate
between systems whose metric score distributions seem similar.
In paired data scenario (e.g., a fixed language dataset), bootstrapping is done pairwise.

Visualization of pairwise test results

An original and novel visualization method.
Graph vertices correspond to systems; vertical coordinate is system’s metric average.
An edge is drawn between a pair of systems that are statistically compared if the difference is
not statistically significant (either p-value or effect size); if significant, the edge is missing. A
thicker edge represents a less-significant difference (higher p-value, lower effect size).
If p-values pi,j were not cross-dataset aggregates, they are adjusted for multiplicity (FDR, [1]).
A graph clique represents a group of systems whose performance ismutually not statistically
significantly different. We show all cliques of at least size k (default 2).

Schematic of analysis

For a given pair (i, j) of systems to compare:

Step 1 (optional):

Standardize each system’s metrics using the
pooled metric values for all systems, to
preserve system quality order.
For each system, create an aggregate metric
by (weighted) average across the rows of the
standardized columns in each dataset.

Step 2:

Within each dataset, each system pair (i, j) of
interest can be compared using a paired
observation test on the metric aggregate.
Test returns either p-value or effect size.

Step 3:

For each system pair (i, j), further aggregate
the (weighted) dataset-wise p-values or
effect sizes to give an overall measure of
system difference.
P-values: Wilson’s harmonic mean ([5],[4]).
Effect sizes: Inverse-variance weighting ([3]).

Code example
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